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Abstract: In this paper, it is aimed to evaluate different aspects of students' 

response time to items in the mathematics test and their test effort as an indicator 

of test motivation with the help of some variables at the item and student levels. 

The data consists of 4th-grade Singapore and Turkish students participating in the 

TIMSS 2019. Response time was examined in terms of item difficulties, content 

and cognitive domains of the items in the mathematics test self-efficacy for 

computer use, home resources for learning, confident in mathematics, like learning 

mathematics, and gender variables at the student level. In the study, it was 

determined that all variables considered at the item level affected the response time 

of the students in both countries. It was concluded that the amount of variance 

explained by the student-level variables in the response time varied for each the 

country. Another finding of the study showed that the cognitive level of the items 

positively related to the mean response time. Both Turkish and Singaporean 

students took longer to respond to data domain items compared to number and 

measurement and geometry domain items. Additionally, based on the criterion that 

the response time effort index was less than .8, rapid-guessing behavior, and 

therefore low motivation, was observed below 1% for both samples. Besides, we 

observed that Turkish and Singaporean students were likely to have rapid guessing 

behavior when an item in the reasoning domain became increasingly difficult. A 

similar result was identified in the data content domain, especially for Turkish 

graders. 

1. INTRODUCTION 

Today's conditions have brought about the necessity of digitalisation in many areas of human 

life such as trade, health and education. Especially, in the field of education, both courses and 

exams have started to be conducted with online or computer-based applications, and these 

applications have become more common and important in recent years. Computer-based 

applications have also been included in the cycle of large-scale international assessments such 

as the Trends in International Mathematics and Science Study (TIMSS), the Programme for 

International Student Assessment (PISA). In 2019, eTIMSS was added to TIMSS as a 

computer-based “eAssessment system”, measuring the same mathematics and science 
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constructs using the same assessment items as possible with "paperTIMSS", which is in the 

paper-and-pencil format as in previous TIMSS cycles (Mullis et al., 2016). Besides, eTIMSS 

provides more detailed information about students and allows different assessments to be made. 

Computer-based testing applications, such as eTIMSS, allow for the collection of a chronology 

of test takers' interactions with test items throughout the assessment process (Organisation for 

Economic Co-operation and Development [OECD], 2015). Moreover, such applications make 

it possible to obtain measures of response time per item, which is difficult to measure in pen-

and-paper assessments. The term response time (RT) refers to the time it takes test takers to 

respond (react) to a particular item (stimulus) in the test (Lee & Chen, 2011). This enables the 

analysis of test-takers' efforts to take the test through objective records of their actions rather 

than relying on self-reported assessments of their behaviour (Lee & Jia, 2014; Wise & Kong, 

2005). Item response time, which is more easily obtainable through computer adaptive testing, 

helps understand which factors affect how quickly an examinee answers an item, and thus, helps 

test developers estimate the time required to answer the total of the test (Bergstrom et al., 1994). 

The use of process data from large-scale tests, such as eTIMSS, PISA, to determine test effort 

or grader behaviour has great potential for educational assessment. 

The common purpose of large-scale international assessments is to evaluate education systems 

worldwide by testing and analyzing the abilities and understanding of students of different ages 

in participating countries/economies. Since the scores on such tests, so-called low-stakes tests, 

do not indicate any personal conclusions about the test taker's performance, individuals may be 

reluctant to demonstrate the full range of their knowledge, skills or attitudes. Therefore, since 

it is unclear whether test takers are motivated enough, test scores may not represent their true 

ability level and may not serve as a valid measure of their abilities. In this context, many 

researchers have investigated the function of test-taking motivation during low-stakes 

assessments of their performance (e.g., Barry & Finney, 2009; Eklöf, 2007; Wise & Kong, 

2005; Wise & DeMars, 2005). For this purpose, Wise and Kong (2015) established a 

relationship between motivation to take the test and response time. 

Unlike the studies that relied on examinee self-reports to measure test-taking effort, Wise and 

Kong (2005) developed a measure, called response time effort (RTE), using item response 

times, which represents a direct observation of the test taker's behavior and whose collection is 

unobtrusive and nonreactive (examinees with computer-based test will typically be unaware). 

Baumert and Demmrich (2001, p.441) defined this term as the following: “test-taking effort as 

a student’s engagement and expenditure of energy toward the goal of attaining the highest 

possible score on the test.” Test-taking motivation is also identified as “the willingness to 

engage in working on test items and to invest effort and persistence in this undertaking”; in 

short, it is the motivation of the individual to achieve a high-performance level in a test (Eklöf, 

2010). Based on the relationship between these two phenomena, Wise and Kong (2005) and 

Wise (2017) interpreted the RTE as an indicator of test motivation, which contains two types 

of behaviour. The first of these behaviours is characterized by active engagement in seeking the 

correct answers to test items, known as solution behavior (SB), while the second is marked by 

quick responses in a mostly random manner, referred to as rapid-guessing behaviour. 

Accordingly, the researchers assume that less-motivated examinees are likely to exhibit rapid-

guessing behavior, while high-motivated examinees are likely to display SB. 

Exams such as the Scholastic Aptitude Test and the American College Test conducted in the 

USA are high-stake tests where students try getting admission from a college or university, and 

their performance in these exams directly concerns them (Sundre & Kitsantas, 2004). In 

contrast, international large-scale assessments classified as low-stake tests (PISA, TIMMS, 

NAEP, PIRLS, etc.) provide national-level reports without individual results for students, 

teachers, or parents. Therefore, students' motivation to take the exam may emerge as a problem. 
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In the literature, the variability of test-taking effort and motivation of the examinees during a 

low-stakes assessment was examined in various aspects and conditions. Some researchers have 

focused on the relationship between test-taking effort, test motivation and test performance 

(e.g., Cole et al., 2008; Lundgren & Eklöf, 2020; Slim et al., 2020; Wise & DeMars, 2005), 

some researchers have examined predictor variables of examinee’s RT (e.g., Baumert & 

Demmrich, 2001; Gershon et al., 1993; Lundgren & Eklöf, 2020; Wolgast et al., 2020) or 

properties of the test affected by the RT (e.g., Fan et al., 2012; Wang & Hanson, 2005; Weirich 

et al., 2017). The number of studies that test effort based on item-response time is more than 

the ones that are based on self-report measures. The majority of studies employing RT indices 

have consistently found that a significant percentage of examinees, ranging from 74% to 99%, 

demonstrated response time values greater than .90. However, it has been noted that the 

behavior of 1-23% of examinees raised concerns, as they displayed rapid-guessing behaviour 

on more than 10% of the test items (e.g., Setzer et al., 2013; Swerzewski et al., 2011; Wise & 

DeMars, 2005; Wise & Kong, 2005). These findings demonstrate that when RT indices were 

utilized as a measure of test effort, the majority of examinees consistently displayed diligent 

efforts in answering the items, with minimal within-examinee variation in their levels of effort 

throughout the test. Wise and DeMars (2005) raised concerns about the potential for examinees 

to provide inaccurate or insensible responses on self-report scales, perhaps, which may have 

led to the limited use of self-report methods to examine test-taking efforts in a few studies 

(Barry et al., 2010; Myers & Finney, 2021; Wolgast et al., 2020). 

In the world, which has already been increasingly digitilized for the last few decades, the place 

and importance of computerized and online learning environments in education has gradually 

increased with the significant impact of the COVID-19 pandemic. Besides, the effect of 

digitalization could be seen in international large-scale assessments such as the TIMSS. In the 

last few cycles of these assessments, a paper-pencil format or a computer-based "e" version has 

been presented to selected countries. However, over 50% of the 64 nations involved in the 

TIMSS 2019 opted to conduct the “e” version of the assessments, while the remaining countries 

followed the traditional approach of administering the TIMSS using pen and paper, as done in 

previous cycles (Martin et al., 2020). 

Although the most basic variable that may have an effect on students' RT is the ability level of 

the student, different variables may also affect RT. For example, studies in the literature show 

that RT is also related to different item-level variables such as item difficulty level, content 

area, and conginitve domain (Bridgeman, & Cline, 2000; Goldhammer et al., 2014; Hess et al., 

2013; İlgün-Dibek, 2020; Lee & Jia, 2014; Wang, 2017; Yalçın, 2022; Zenisky & Baldwin, 

2006). Besides, student-level variables may also be related to RT. Among such variables, there 

are studies addressing gender (Hess et al., 2013; İlgün-Dibek, 2020; Setzer et al., 2013) and 

self-confidence (Yalçın, 2022) in terms of RT. Cooper (2006) and Zhang et al. (2016) reported 

that test outcomes were affected by students' comfort and self-confidence levels in using 

computers and tablets. Considering this situation, we wanted to examine the effect of computer 

self-efficiency computer on response time in our study. In addition, in TIMSS 2019, countries, 

not students, decided which version of the paper TIMSS or eTIMSS would be implemented in 

countries. Given that not all individuals have the same opportunities, students who are not 

familiar with the use of such digital devices may experience difficulties in computer-based 

assessments (Bennet et al., 2008; Chen et al., 2014; Pommerich, 2004). Since this familiarity is 

obviously related to home resources, the home resources variable was also considered in the 

study. Although studies on RT analyses are available in the literature, there are fewer studies 

on RT analyses for country comparisons (see, İlgün-Dibek, 2020; Rios & Guo, 2020; 

Michaelides et al., 2020). Therefore, in the current study, we aimed to gather evidence on 

possible differences in response time efforts between countries, which is intended to increase 

the validity of cross-country comparisons. Thus, we believe that this study will contribute to 
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the literature on cross-country comparisons of response time effort. We have summarised the 

aim and sub-problems of our research in detail below. 

1.1. Purpose of the Study 

The aim of the current study is to evaluate different aspects of students' RT and test-taking 

motivation using some item- and student-level variables, based on data from the 2019 TIMSS 

4th grade samples from Türkiye and Singapore. In this context, the following subquestions, 

which the study is intended to answer, are presented as follows: 

1) Does the mean response time of students in the mathematics test, each for Türkiye and 

Singapore samples, significantly differ according to content domain, cognitive domain, and 

item difficulty to which the items belong? 

2) Is the mean response time of students in the mathematics test, each for Türkiye and Singapore 

samples, significantly predicted by self-efficacy for computer use, home resources for learning, 

like learning mathematics and gender? 

3) How is the response time effort of students in the mathematics test, each for Türkiye and 

Singapore samples? 

2. METHOD 

2.1. Datasets 

The data of the study consists of 4th-grade Singapore and Türkiye students participating in the 

TIMSS 2019, which can be downloaded from the International Association for the Evaluation 

of Educational Achievement (IEA) website. The reason why we included Türkiye and 

Singapore in this research is that we wanted to compare Singapore, which had the highest 

performance in mathematics with 625 points, with our country which ranked 23rd with 523 

points. 5986 students (47.9% girl) participated in Singapore and 4028 students (52.1% girl) 

participated within Türkiye. The total number of items analyzed was 159. For 27 derived items 

where students were asked to give more than one answer or a multi-part answer, the response 

time (total time on screen as seconds) was divided by the number of items contained in the 

derived item. Similarly, item difficulty statistic for a derived item was rearranged to represent 

the mean difficulty of the items it contained. 

2.2. Variables in Interest 

2.2.1. Item-level variables 

 2.2.1.1. Content Domain (CnD). One of the dimensions, which each of the paper 

TIMSS and eTIMSS assessment frameworks is organized around and specifies the subject 

matter to be assessed.  In the 4th-grades, a mathematics test consists of three content domains, 

which are apportioned as follows: number (50%), measurement and geometry (30%) and data 

(20%) (Martin et al., 2020). In this study, the items were coded as 1 = numbers, 2 = 

measurement and geometry, 3 = data through the analysis. 

 2.2.1.2. Cognitive Domain (CD). Paper TIMSS and e-TIMSS assessment frameworks 

are each structured around a dimension that outlines the specific cognitive processes to be 

assessed. For all grades, a mathematics test consists of three cognitive domains, which is 

apportioned as follows: knowing (40%), applying (40%) and reasoning (20%) (Martin et al., 

2020). In this study, the items were coded as 1 = knowing, 2 = applying, 3 = reasoning through 

the analysis. 

 2.2.1.3. Item Difficulty (p). It was calculated by dividing the number of test takers who 

answered correctly by the total number of test takers. Item percent correct statistics was used 

from the TIMSS 2019 International Database. Although there are different classifications for 

item difficulty index, the three-category classification as referred by Crocker and Algina (1986, 
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p.324) was used in this study to avoid too many categories: hard (0 to .39), moderate (.40 to 

.60) and easy (.61 to 1.00). For item-level analysis, the distribution of items across the three 

cognitive domains and the three content domains by item difficulty is summarized in Table 1. 

Table 1. Descriptive statistics for items. 

Country Cognitive Domain Content Domain 
Item Difficulty 

Total 
Hard Moderate Easy 

Singapore 

Knowing 

Numbers - - 31 31 

Measurement and Geometry - 3 15 18 

Data - - 8 8 

Total - 3 54 57 

Applying 

Numbers 1 2 34 37 

Measurement and Geometry - 3 14 17 

Data - 1 12 13 

Total 1 6 60 67 

Reasoning 

Numbers 1 8 4 13 

Measurement and Geometry 3 3 8 14 

Data 1 1 6 8 

Total 5 12 18 35 

Türkiye 

Knowing 

Numbers 3 9 19 31 

Measurement and Geometry 4 7 7 18 

Data 1 3 4 8 

Total 8 19 30 57 

Applying 

Numbers 6 21 10 37 

Measurement and Geometry 3 11 3 17 

Data 3 6 4 13 

Total 12 38 17 67 

Reasoning 

Numbers 9 3 1 13 

Measurement and Geometry 5 7 2 14 

Data 2 2 4 8 

Total 16 12 7 35 

As shown in Table 1, each cognitive domain and content domain contained a considerable 

number of items. The number of items for Numbers, Measurement and Geometry, and Data 

content domains is 81, 49 and 29, respectively. The number of items for knowing, applying and 

reasoning cognitive domains is also 57, 67 and 35, respectively. For Singapore sample, while 

the percentage of correct answers to the items in the knowing and applying domains by the 

students is quite high, the items within the reasoning domain are a substantial amount of 

medium and easy difficulty level. Additionally, it can be said that Singaporean students do not 

have difficulty in the data domain, but they have some difficulties in the measurement and 

geometry domain. In the Türkiye sample, the items within knowing were mostly on the easy 

difficulty level, while the items within applying and reasoning were classified as medium and 

high. It was observed that Turkish students had more difficulties as the cognitive domain level 

of the contents increased. 
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2.2.2. Student-level variables 

 2.2.2.1. Gender. This variable was coded as 1 = Girl and 2 = Boy throughout the 

analysis. 

 2.2.2.2. Students Like Learning Mathematics (SLM). The scale has nine items with 

a 4-point response key ranging from agree a lot to disagree a lot, which covers students’ 

attitudes toward mathematics and studying mathematics. The total scale score is divided into 

three categories: very much like (score at or above 10.2), somewhat like (between 10.2–8.4) 

and do not like (at or below 8.4). The percentages of students in Singapore to this variable are 

as follows: 36.9% very much like mathematics learning, 40.0% somewhat like learning 

mathematics, and 22.9% do not like learning mathematics. For Türkiye, the classification is as 

follows: 64.8% very much like learning mathematics, 25.4% somewhat like learning 

mathematics, and 9.2% do not like learning mathematics. 

 2.2.2.3. Students Confident in Mathematics (SCM). This scale measures how 

confident students feel about their ability in mathematics, in terms of their level of agreement 

with nine statements with a 4-point response key ranging from agree a lot to disagree a lot. The 

total scale score is divided into three categories: very confident (score at or above 10.7), 

somewhat confident (between 10.7–8.5), and not confident (at or below 8.5). The percentages 

of students in Singapore by this variable are as follows: 20.7% very confident in mathematics, 

42.0% somewhat confident in mathematics, and 37.1% not confident in mathematics. For 

Türkiye, the classification is as follows: 33.2% very confident in mathematics, 41.3% 

somewhat confident in mathematics, and 23.4% not confident in mathematics. 

 2.2.2.4. Home Resources for Learning (HRL). This measurement scale combines data 

gathered from fourth-grade students and their parents. The students supplied details regarding 

the number of books and other study supports in their households, while the parents provided 

information concerning the number of children's books, the educational levels of the parents, 

and the occupational status of the parents. The total scale score is divided into three categories: 

many resources (score at or above 11.8), some resources (between 11.8–7.4) and few resources 

(at or below 7.4). High scores indicate that the student has more home resources. The 

percentages of students in Singapore by this variable are as follows: 28.3% many resources, 

66.6% some resources, and 1.7% few resources. For Türkiye, the classification is as follows: 

4.6% many resources, 64.1% some resources, and 24.3% few resources. 

 2.2.2.5. Self-Efficacy for Computer Use (SEC). We could not find any detailed 

information for this variable in the TIMSS 2019 technical report. As data used in this paper in 

Singapore, 50.0% of the students are in the high self-efficacy, 39.3% of the students are in 

medium self-efficacy, 2.4% of the students are in low self-efficacy category. In Türkiye, 63.8% 

of the students are in the high self-efficacy, 33.0% of the students are in medium self-efficacy, 

2.6% of the students are in the low self-efficacy category. 

 2.2.2.6. Response Time Effort (RTE). As explained earlier, the test-taking effort is 

assessed by analyzing item response times, focusing on two distinct behaviors known as 

solution behavior (SB) and rapid-guessing behavior. SB refers to cases where examinees put 

effort into answering an item thoughtfully. On the other hand, examinees who quickly respond 

without sufficient time for reading and full consideration of an item exhibit rapid-guessing 

behavior (Wise & Kong, 2005). Thus, SB is considered effortful response strategies, while rapid 

guesses are seen as non-effortful strategies. The 10% normative threshold (NT10) methodology 

proposed by Wise and Ma (2012) was used to determine whether each student showed SB or 

rapid-guessing behaviour over the answering time. As part of this approach, the initial step 

involved computing the average response time for each item, and then 10% of this value was 

used as a threshold. However, according to the recommendation made by Setzer et al. (2013), 
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it is advised to employ a maximum threshold of 10 seconds when utilizing this methodology. 

Therefore, we established the maximum threshold at 10 seconds. After one threshold (Ti) was 

determined for each item, the following steps were followed: For item i, there is a threshold, Ti, 

that represents the response time boundary between rapid-guessing behavior and solution 

behavior. Given an examinee j’s response time, RTij, to item i, a dichotomous index of item 

solution behavior, SBij, is computed as in Equation 1 (Wise & Kong, 2005, pp.167-168). 

                                                      𝑆𝐵𝑖𝑗 =  {
1 𝑖𝑓 𝑅𝑇𝑖𝑗 ≥  𝑇𝑖,

0   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,
}                                                   (1) 

The 10% normative threshold (NT10) methodology, recommended by Wise and Ma (2012), 

was used to determine which behavior each student displayed according to the response time. 

After calculating all SBij, we computed RTE indices as a summary measure of effort for a test 

(Wise & Kong, 2005). More precisely, the RTE indicates the percentage of items in which an 

examinee demonstrates solution behavior. As denoted in Equation 2, the overall RTE index for 

examinee j on the test is calculated as follows: 

                                                                𝑅𝑇𝐸𝑗 =  
∑ 𝑆𝐵𝑖𝑗

𝑘
,                                                                (2) 

where k is equal to the number of items in the test. RTE scores range between 0 and 1, reflecting 

the proportion of test items for which the examinee demonstrated SB. Consequently, higher 

RTE values suggest that the examinee likely approached the test items with sufficient effort, 

while lower RTE values indicate a lack of substantial effort from the examinee (Setzer et al., 

2013). For interpreting the behavior type of each grader, the RTE score was divided into three 

categories: high effort (above .90), medium effort (between .90–.80) and low effort (below .80) 

in this study (Wise & Kong, 2005). Then, robustly, the grader in the low effort category was 

acknowledged as having rapid-guessing behavior, and the ones in the high effort category had 

SB.   

2.3. Analysis Procedures 

The Statistical Package for the Social Science (SPSS) version 24.0 (IBM Corp., Armonk, NY) 

program was used for the item-level analysis. First, mean RTs for content and cognitive 

domains were determined for each item. In the TIMSS 2019 data, there also are many items 

that were combined, or derived, for scoring purposes, which are called derived items. In our 

study, the RTs for the derived items were calculated by dividing the number of items contained 

in these items. Then, the difficulty of each item was calculated. The factorial analysis of 

variance (ANOVA) was conducted used to determine whether the mean RTs differed according 

to cognitive domain, content domain, and difficulty level. To determine which categories of 

these variables differed significantly from each other, the Scheffe test was used, which is one 

of the post hoc tests. In terms of the second research question, software named the International 

Association for the Evaluation of Educational Achievement (IEA) International Database 

Analyzer (IDB) (IEA, 2017) was used to conduct multiple regression analysis, sampling design, 

sampling weights and plausible values should be considered when analyzing large-scale 

assessments such as the TIMSS to avoid biased results. With the IDB Analyzer, which made 

this possible, student total weights (TOTWGT) were used in student level analyses. With the 

IDB Analyzer, SPSS syntax that considers the sampling weights was generated and multiple 

regression analysis was performed on SPSS using this syntax. SLM, SCM, HRL and SEC were 

continuous predictor variables and gender was a dummy-coded predictor variable where girls 

were the reference group. If the absolute value of the t-test is greater than 1.96, the result can 

be regarded as statistically significant (p < .05). Therefore, significance tests are conducted by 

t-value. Partial eta squared (η2) effect sizes were calculated to determine the proportion of 
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unique variance of each variable in the analysis. The effect sizes were interpreted using the 

following benchmarks given by Cohen (1988): small (.01), medium (.06), and large (.14).   

3. FINDINGS 

3.1. Findings for the First Research Question 

First, for item-level analysis, descriptive statistics of mean RT by item difficulty, cognitive 

domain, and content domain are summarized in Table 2. 

Table 2. Descriptive statistics of mean response time by item difficulty, cognitive domain, and content 

domain. 

   Item Difficulty 

Hard Moderate Easy Total 

Country CD by CnD M SD M SD M SD M SD 

S
in

g
ap

o
re

 

Knowing         

 
Numbers - - - - 37.43 17.21 37.43 17.21 

M & G - - 40.64 1.48 38.03 13.37 38.46 12.18 

Data - - - - 64.99 13.81 64.99 13.81 

 Total - - 40.64 1.68 41.68 18.34 41.63 17.85 

Applying         

 
Numbers 66.14 - 67.98 35.40 52.64 16.99 53.83 17.78 

M & G - - 55.45 24.86 65.97 37.25 64.11 34.95 

Data - - 112.51 - 74.64 27.30 77.55 28.17 

 Total 66.14 - 69.14 31.42 60.15 26.26 61.04 26.42 

Reasoning         

 
Numbers 207.94 - 128.77 48.96 64.69 28.72 115.15 57.40 

M & G 102.85 68.26 73.01 20.39 47.01 14.99 64.55 38.03 

Data 182.08 - 138.52 - 79.71 56.80 99.86 61.90 

 Total 139.72 70.44 115.64 47.64 61.84 37.48 91.41 55.08 

Total 127.46 69.80 91.64 48.82 52.82 26.75 60.77 37.38 

T
ü
rk

iy
e 

Knowing             

 
Numbers 66.47 29.57 50.63 13.77 53.14 23.94 53.70 21.73 

M & G 48.21 2.59 52.57 11.15 53.15 22.27 51.83 14.97 

Data 117.92 - 85.71 5.67 75.57 17.33 84.67 18.54 

 Total 63.77 28.51 56.89 17.16 56.13 23.44 57.45 22.08 

Applying         

 
Numbers 70.97 30.37 73.28 20.42 68.76 20.45 71.69 21.64 

M & G 72.74 33.70 94.39 34.97 42.79 11.51 81.47 36.50 

Data 114.15 50.04 114.88 46.41 88.04 36.68 106.45 42.60 

 Total 82.21 38.11 85.96 33.09 68.71 26.90 80.91 32.93 

Reasoning         

 
Numbers 140.83 45.50 106.94 51.31 46.24 - 125.73 51.03 

M & G 94.66 46.19 64.38 26.51 61.57 5.67 74.79 34.93 

Data 148.52 26.50 71.84 6.44 102.14 67.04 106.16 53.77 

 Total 127.36 47.38 76.26 34.86 82.57 53.62 100.88 50.04 

Total 98.18 48.25 76.27 32.06 63.52 30.53 76.90 37.89 

Note. CD = Cognitive Domain, CnD = Content Domain, M = Mean, SD = Standard Deviation, N = Item Numbers, M & G = 

Measurement and Geometry. 

Table 2 displays the mean and standard deviation of mean RT by item difficulty, cognitive 

domain, and content domain. Whether the differences observed in Table 2 were statistically 

significant or not was examined by factorial ANOVA and the main and interaction effects on 

mean RT are presented in Table 3. 
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Table 3. Factorial ANOVA of mean response times by cognitive domain, content domain and item 

difficulty. 

Country Source df MS F η2 Difference 

Singapore 

CD 2 6860.14 9.72** .12 K<A<R 

CnD 2 8847.86 12.54** .15 N<D, M&G<D 

P 2 9168.87 12.99** .16 E<M<H 

CD x CnD 4 825.23 1.17 -  

CD x P 3 2762.13 3.91** .08  

CnD x P 4 1723.34 2.44* .07  

CD x CnD x P 2 128.35 .18 -  

Error 139 705.66    

R2 = .56; adj R2 = .50 

Türkiye 

CD 2 4647.91 5.18** .07 K<A<R 

CnD 2 9912.91 11.05** .14 N<D, M&G<D 

P 2 6576.03 7.33** .10 E<M<H 

CD x CnD 4 550.11 .61 -  

CD x P 4 3058.55 3.41* .09  

CnD x P 4 812.12 .91 -  

CD x CnD x P 8 938.90 1.05 -  

Error 132 897.09    

 R2 = .48; adjR2 = .38 

Note. CD = Cognitive Domain, CnD = Content Domain, P = Item Difficulty, MS = Mean squares, η2 = Effect Size, K = 

Knowing, A = Applying, R = Reasoning, N = Numbers, M & G = Measurement and Geometry, D = Data, H = Hard, M = 

Moderate, E = Easy, R2 = .556 and adj R2 = .495 for Singapore, R2 = .478 and adj R2 = .375 for Türkiye, *p < .05. ** p < .01. 

As shown in Table 3, all main effects (the cognitive domain (FSingapore (2, 139) = 9.72, p < .01; 

FTürkiye (2, 132) = 11.05, p < .01), content domain (FSingapore (2, 139) = 12.54, p < .01; FTürkiye (2, 

132) = 11.05, p < .01)  and the item difficulty (FSingapore (2, 139) = 12.99, p < .01; FTürkiye (2, 

132) = 7.33, p < .01), is significantly affected on the mean RT for both samples. According to 

the Scheffe test for both samples, the source of the differences was the mean RT increased from 

knowing to reasoning, from easy to hard, and the mean RT of the data content area was higher 

than that of the other content areas (see Table 2). In terms of two-way interaction, there was 

only a significant interaction between cognitive domain and item difficulty in the Türkiye 

sample, and besides a significant interaction between content domain and item difficulty in the 

Singapore sample, as well. Three-way-interactions did not statistically affect the mean response 

time. With a large effect size, the highest proportion of the variance of the mean response time 

in the Singapore sample was attributed to item difficulty, content domain and cognitive domain, 

respectively, whereas, in the Turkish sample, they were content domain, item difficulty, and 

cognitive domain, respectively.  

3.2. Findings for the Second Research Question 

The findings related to the prediction of the mean RT of the items in the mathematics 

achievement test according to the student-level variables are given in Tables 4 and 5. 
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Table 4. Multiple regression results by content domain. 

 Country 

Singapore Türkiye 

Variables Number M & G Data Number M & G Data 

B β B β B β B β B β B β 

HRL -1.45 -.11 -.52 -.04 -.22 -.01 -1.48 -.13 -1.04 -.09 -1.64 -.08 

SCM -.95 -.09 .23 .02 .21 .01 -.78 -.08 .72 .07 .52 .03 

SEC -.75 -.07 -.74 -.06 -1.20 -.07 -.30 -.03 -.36 -.03 .54 .03 

SLM .39 .04 .40 .04 .48 .03 .95 .08 -.07 -.01 .67 .03 

Gendera -4.01 -.10 -2.67 -.06 -5.71 -.09 -4.79 -.11 -2.13 -.05 -2.26 -.03 

Note. a Girl = 1, Boy = 2. Significant standardized weights (p < .05) are bold. HRL: Home Resources for Learning, SCM: 

Students Confident in Mathematics, SEC: Self-Efficacy for Computer Use, SLM: Students Like Learning Mathematics, M & 

G = Measurement and Geometry 

Table 4 displays the outcomes of the multiple regression analyses conducted on the content 

domain. The noteworthy negative β weights associated with each predictor variable reveal that 

students who achieved higher scores in these variables exhibited reduced mean RTs during the 

TIMSS 2019. Conversely, the significant positive β weights for each predictor variable indicate 

that students with higher scores in these variables demonstrated increased mean RTs in the 

TIMSS 2019. Besides, when the results for the gender variable, which is a categorical variable, 

were negative, it was determined that the RTs of girls were longer than that of boys. But these 

variables explained 5% of the variance of the mean RT for Singapore (R² = .05) and 4% for 

Türkiye (R² = .04). For the number content domain, similar results in both countries for five 

independent variables were obtained to be significant result (standardized β weight ranges from 

-.13 to .08), only not for Türkiye for SEC.  

For the measurement and geometry content domain, all variables without SCM significantly 

predicted the mean RT (standardized β weight ranges from -.06 to .04) for the Singapore 

sample. For Türkiye, only two of the five variables (SEC and SLM) had a non-significant effect 

on predicting mean RT (standardized β weight ranges from -.09 to .07). But these variables 

explained only 1% and 2% of the variance of mean RT for Singapore (R² = .01) and Türkiye 

(R² = .02), respectively. 

For the data content domain, only SEC and gender variables were found significant for 

Singapore sample (standardized β weight ranges from -.09 to -.07) and only HRL had a 

significant influence for the Türkiye sample (standardized β weight -.08). But these variables 

were a part of the variance of the mean RT only with 1% for both samples (R² = .01). 

Table 5. Multiple regression results by cognitive domain. 

 Country 

Singapore Türkiye 

Variables Knowing Applying Reasoning Knowing Applying Reasoning 

B β B β B β B β B β B β 

HRL -1.24 -.13 -1.41 -.12 .79 .03 -1.35 -.14 -2.33 -.21 .79 .04 

SCM -.74 -.10 -.90 -.10 1.15 .06 -.40 -.05 -.74 -.07 1,76 .10 

SEC -.69 -.09 -.81 -.08 -1.04 -.05 -.47 -.05 .13 .01 -.57 -.03 

SLM .40 .05 .45 .05 .44 .02 .40 .04 .56 .05 1.14 .06 

Gendera -2.83 -.10 -1.82 -.05 -9.26 -.12 -1.46 -.04 -3.22 -.08 -6.53 -.09 

Note. a Girl = 1, Boy = 2. Significant standardized weights (p < .05) are bold. HRL: Home Resources for Learning, SCM: 

Students Confident in Mathematics, SEC: Self-Efficacy for Computer Use, SLM: Students Like Learning Mathematics 

https://cevirsozluk.com/#tr|en|T%C3%BCrkiye%20i%C3%A7in%20ise%20incelenen%20be%C5%9F%20de%C4%9Fi%C5%9Fkenden%20ikisi%20anlams%C4%B1z%20bulunmu%C5%9Ftur.
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Table 5 displays the results of the multiple regression analyses for the cognitive domain. For 

the knowing domain, all variables were significant predictors (standardized β weight ranges 

from -.13 to .05) and shared 5% of the variance of the mean RT for Singapore (R² = .05). For 

Türkiye, only two of the five variables (SEC and SLM) had a non-significant effect on 

predicting mean RT (standardized β weight ranges from -.14 to -.04) and the explained variance 

was R² = .05.  

For the applying domain, in Singapore sample, five independent variables were obtained to be 

significant results (standardized β weight ranges from -.12 to .05). In Türkiye sample, SEC did 

not have significant standardized β coefficient (.01; p > .05). These variables explained 5% of 

the variance of the mean RT for Singapore (R² = .05) and 4% for Türkiye (R² = .04). 

For the reasoning domain, all variables without SLM variable significantly predicted the mean 

RT (standardized β weight ranges from -.12 to .06) for the Singapore sample. For Türkiye, only 

two of the five variables (SEC and HRL) had a non-significant effect on predicting mean RT 

(standardized β weight ranges from -.09 to .10). But these variables explained only 2% and 3% 

of the variance of mean RT for Singapore (R² = .02) and Türkiye (R² = .03), respectively. 

3.3. Findings for the Third Research Question 

The findings of the RTE of the students in Singapore and Türkiye 4th grade samples in the 

mathematics achievement test are presented in Table 6. 

Table 6. Percentage of response time effort categories by content and cognitive domains. 

Domain 
Singapore Türkiye 

Low Medium High Low Medium High 

Content 

Numbers .15 .65 99.20 .35 1.02 98.63 

Measurement and Geometry .15 1.37 98.48 .30 2.04 97.66 

Data .64 .38 98.96 2.14 .72 97.07 

Cognitive 

Knowing .20 1.50 98.40 .30 2.80 97.00 

Applying .10 2.00 97.90 .50 3.60 96.00 

Reasoning .30 1.34 98.36 .60 2.48 96.92 

Note. High effort (above .90), medium effort (between .90–.80) and low effort (below .80) 

Table 6 presents the percentage of RTE categories by content and cognitive domains. The RTE 

index for a student was determined by calculating the average of the SB index across the items 

attempted by the student for each domain. More than 97% of Singaporean students and more 

than 96% of Turkish students had an RTE value between .9–1.0, which means those students 

were consistently classified as exhibiting SB across all domains throughout the test. There was 

a maximum .65% of Singaporean students and .60% of Turkish students (except for the data 

content domain, it was 2.14%) with RTE smaller than .8, which means those students are more 

likely to be categorized as displaying rapid guessing behavior. 

Only among students with low RTE, when we examined the distribution of categories of HRL, 

SCM, SLM and SEC, nearly more than half of the students were in the lower category, such as 

low self-efficacy. The distribution by gender was balanced, that is, the tendency of male and 

female students to exhibit rapid-guessing behavior was similar. 

The mean RT according to RTE categories for each content and cognitive domain is presented 

in Figure 1. As seen, the graphs for both content and cognitive domains support the assumption 

that students with a high RTE score consume more energy to get a good score on the test. The 

reason why we use the median instead of the mean in the graphs is to show the relationship 

between test-taking performance and RT more clearly. Because the SB index is calculated based 

https://cevirsozluk.com/#tr|en|T%C3%BCrkiye%20i%C3%A7in%20ise%20incelenen%20be%C5%9F%20de%C4%9Fi%C5%9Fkenden%20ikisi%20anlams%C4%B1z%20bulunmu%C5%9Ftur.
https://cevirsozluk.com/#tr|en|T%C3%BCrkiye%20i%C3%A7in%20ise%20incelenen%20be%C5%9F%20de%C4%9Fi%C5%9Fkenden%20ikisi%20anlams%C4%B1z%20bulunmu%C5%9Ftur.
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on the threshold, if we used the mean for graphs, it might not show the expected results due to 

extreme values. For example, if the threshold is 7 seconds, the student who answers an item in 

1500 seconds is coded as 1, and another student who answers the same item in 8 seconds is also 

coded as 1. Here, the mean as the center of gravity is not valid for the distribution of RT and 

accordingly, the median is appropriate. 

Figure 1. Median response time according to response-time effort by content and cognitive domains. 

 

4. DISCUSSION and CONCLUSION 

4.1. Relationship Between Content Domain, Cognitive Domain, and Item Difficulty with 

Mean Response Time 

The results of this study showed that students' difficulty with the items was positively related 

to the cognitive level of the item in general. In other words, items from the knowing domain to 

the reasoning domain became increasingly difficult and the correct answer rate of the students 

decreased. Certainly, this is a predictable result as the "knowing" aspect encompasses the 

factual knowledge, concepts, and procedures that students are expected to be acquainted with. 

However, "reasoning" represents a higher-level cognitive domain that extends beyond solving 

routine problems, incorporating unfamiliar scenarios, intricate contexts, and multi-step 

challenges (Mullis & Martin, 2017, p.22). This result supports the postulate of a cumulative 

hierarchy of the cognitive domains. In this study, this fact was more prominently observed for 

Turkish students and agrees with the results of many studies on different subject areas (math or 

science etc.) or data sets (TIMMS or PISA etc.) as well. This result is similar to other studies 
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showing that the difficulty level of an item will increases according to the cognitive level (Ardıç 

& Soysal, 2018; İlhan et al., 2020; Koçdar et al., 2016; Nevid & McClelland 2013, Veeravagu 

et al., 2010). Additionally, Nehm and Schonfeld (2008), Momsen et al. (2013), İlhan et al. 

(2020), Ardıç and Soysal (2018) stated that item difficulty is not only affected by cognitive 

level but also by factors such as item type, content, and subject area of the item. In that regard, 

this study was similarly demonstrated that students, especially Türkiye sample, experienced 

more difficulties in measurement and geometry, data and numbers in content domains, 

respectively.  

Another finding from this study showed that the content and cognitive domain of the items was 

positively related to the mean RT. In another word, when the cognitive level of the items 

increased, both Turkish and Singaporean students spent more time on the solution. Similarly, 

Yalçın (2022) determined that the cognitive level of the items caused a significant difference 

on the RTs of the students. Additionally, there were statistically significant differences between 

the content domains of the item in the mean RTs in both samples. Both Turkish and Singaporean 

students took longer to respond to data domain items compared to number and measurement 

and geometry domain items. Lee and Jia (2014) also examined RTs using the 8th grade 

mathematics items of the National Assessment of Educational Progress (NAEP). Although they 

found that none of the content areas (algebra, data, geometry, measurement, and number) 

caused particularly low RTs, the highest median RT was obtained from the number content 

area. This is different from the relationship between content domain and RT in our study. This 

difference may be due to the fact that the questions of the exams analysed in the studies were 

prepared at different cognitive levels. In addition, in the present study, it was determined that 

as the difficulty of the item increased, the student spent more time on the item. This finding is 

in parallel with Yang et al. (2002) who found a significant positive relationship between item 

difficulty and response time. The increase in students' effort while solving difficult items was 

also observed in the study conducted by Chae et al. (2018). 

4.2. The Influence of Home Resources for Learning, Students Confident in Mathematics, 

Self-Efficacy for Computer Use, Students Like Learning Mathematics and Gender on 

Mean Response Time 

HRL was negatively associated with the mean RT of 4th graders across almost all domains for 

both countries. This means that when a student has a higher level HRL, he or she will respond 

in less time to the items, and vice versa. Merely, mean RT in the reasoning domain was 

positively affected by the HRL score. Reasoning encompasses the application of knowledge 

and skills to unfamiliar contexts, encompassing the ability to draw logical inferences based on 

specific assumptions and rules, as well as providing justifications for the obtained results 

(Mullis et al., 2016, p.24). Therefore, it is an expected finding that students would perform the 

high-level skills required by items in reasoning in a longer time than items in lower cognitive 

domains. In this study, the variable with the highest impact on the mean RT was HRL. We think 

that we contributed to the literature by probably being the first study to examine any relationship 

between these two variables.  

SCM was negatively correlated with the mean RT for items in both the knowing and applying 

cognitive domains and number content domain but was positively correlated with items in the 

reasoning cognitive domain and measurement and geometry content domain. This difference 

may be due to the difference in the difficulty levels of the items according to the content domain. 

Similarly, Yalçın (2022) found that students who were somewhat confident in mathematics 

spent less time answering difficult mathematics items than students who were very confident. 

However, Lasry et al. (2013) stated that students with low self-confidence spent more time to 

answer the items. In the study by Hoffman and Spatariu (2008), negatively correlation between 

self-efficacy and RT was found only for easier problems. According to the researchers, 
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undergraduate students with higher levels of self-efficacy may opt for automatic strategies 

instead, potentially allocating their time-consuming resources towards problem-solving tasks. 

Hoffman (2010) also observed similar relationships in his paper with pre-service teachers and 

ungraduated students. In this study, items in the reasoning domain and items in measurement 

and geometry domain are also relatively more difficult than ones in other content and cognitive 

domains. In this context (the two terms are not the same thing, but self-confidence and self-

efficacy are so related), our findings are consistent with the paper of Hoffman and Spatariu 

(2008) and Hoffman (2010).  

SLM was positively correlated to mean RT for both samples under most conditions. This 

variable had no significant effect for items in reasoning from the cognitive domain and in data 

from the content domain for Singapore sample. But for Türkiye sample, the higher the cognitive 

domain in which an item was, SLM was significantly more effective on mean RT. This is an 

unexpected finding because of the positive relationship between self-confidence and like 

learning mathematics. The students with the confidence, as some researchers reported, will be 

more motivated and more like learn mathematics (Hannula, 2004; Levine & Donitsa-Schmidt, 

1998; Rabbani & Herman, 2017). Additionally, we positively found a correlation with 

approximately .63 between these variables for both samples. In this study, students who were 

confident in mathematics and SLM had affected the mean RT in the different way. We think 

that a self-report bias could affect the emergence of this dilemma. As the American 

Psychological Association (2022) defines, self-report bias occurs when individuals offer self-

assessed measures of some phenomena and individuals may not give answers that are fully 

correct even if the survey is anonymous. There are many reasons for self-report bias, ranging 

from a misunderstanding of what a proper measurement is to social-desirability, where the 

respondent seeks to make a good impression in the survey or not knowing the full answer. 

In the Singapore sample, the higher the students had scores on scales of SEC, the sooner they 

spent time in response. However, this variable did not statistically have any influence on the 

mean RT in the Türkiye sample. Actually, we found this finding somewhat surprising. Because 

the ratio of Turkish and Singaporean students who have their own computers is approximately 

74% and 95%, respectively, although the scale means of the two countries are quite close. 

Cultural factors and individual backgrounds could play a role in this phenomenon.  

Another finding, there was an influence of gender on the mean RT for both samples. Girls 

devoted a longer time to response than boys for all domains in the Singapore sample, but for 

only the number content domain and all cognitive domains in the Türkiye sample. Hunt et al. 

(2017) analyzed RT data using a 2 (year group, 5 and 6 graders) × 2 (gender) × 2 (problem type, 

two and three digits) mixed ANOVA. It can be acknowledged that the problems in their study 

are classified in the number content domain. Unlike our finding, they found that there was no 

significant main effect of gender and interactions between the independent variables. 

4.3. Response Time Effort and Behavior of Students Across the Test 

Wise (2017, p.55) interpreted rapid guessing as the following: "Generally, in high-stakes tests, 

rapid guesses represent strategic attempts to maximize one’s score, whereas in low-stakes tests 

they represent unmotivated test taking." However, a test taker with SB may have to display 

rapid guessing if the test with a time limit was about to expire. Irrespective of the reasons and 

the testing environment, when rapid guessing behavior is observed, it indicates that the test 

taker is either not engaged or minimally engaged with the test item in terms of effort. In terms 

of mean RT and RTE index smaller than .8, rapid-guessing behavior and, accordingly, low 

motivation was observed in below 1% of both samples (except for the data content domain in 

the Türkiye sample, it was 2.14%). Although it is a low-stakes assessment, almost all the 

students in the TIMSS 2019 math test showed high SB and, accordingly, high motivation. The 

variations in students' effort levels on low-stakes tests across different countries could be 
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attributed to cultural disparities in the significance placed on academic achievement. For 

instance, Gneezy et al. (2019) found a positive correlation between increased stakes associated 

with tests and performance in the United States, whereas this correlation was not observed in 

Shanghai. Borgonovi et al. (2021) highlighted those Asian countries like Singapore place great 

emphasis on international assessments, considering them as indicators of government policy 

effectiveness and a source of national pride. This political factor could positively affect the 

attitudes of Singaporean students toward international tests, and their motivation to do their 

best. In Türkiye, on the other hand, some studies have been conducted at the provincial and 

school level to ensure student motivation and to be ready for applications (Ministry of National 

Education, 2019). 

In terms of students classified as low effort in the present study, we observed that Turkish and 

Singaporean students were likely to have rapid guessing behavior when an item in the reasoning 

domain became increasingly difficult (probably increasingly complex, also). Similar facts 

occurred in the data content domain, especially for Turkish graders. Although girls devoted a 

longer time to the response item than boys, almost no difference was observed in terms of 

students with low or high RTE index by gender and domains. Only for Singaporean graders, 

girls had a little higher test-taking effort and test motivation than boys. Unlike this finding, 

Zhao (2020) reported that girls were less likely to show disengaged behavior than boys in PISA 

2012 assessments of computer-based mathematics. Additionally, positive but weak 

relationships (correlations with maximum .10) were observed between RTE and HRL, SCM, 

SEC and SLM, which means that graders with higher scores on these scales, he or she would 

have more items with solution behavior and higher test motivation. Similarly, Zhao (2020) 

reported a negative correlation between number-disengaged items (refers to rapidly selecting a 

response to multiple-choice items or omitting items) mathematics interest, and math self-

efficiency. 

4.4. Limitations and Suggestions for Future Research 

In our study, the TIMSS 2019 User Guide (Fishbein et al., 2021) was used for the classification 

of the cognitive domains in which the items were included. The difficulty of placing the items 

in a particular cognitive domain precisely can be considered a limitation. For example, some 

items are likely to belong to more than one cognitive domain, or some experts may disagree on 

the cognitive categorization of some items. The other limitation of the study, the NT10 

methodology was used to display which type of behavior students displayed. But various 

methods for setting the threshold have been suggested, including the use of mixture modeling 

(Schnipke & Scrams, 1997), visually inspecting the response time distribution (DeMars, 2007; 

Wise, 2006), using item characteristics (Wise & Kong, 2005), setting a common threshold 

across all items (Wise et al., 2004), cumulative proportion method (Guo et al., 2016), mixture 

log-normal (Rios & Guo, 2020). Therefore, a similar study topic using different threshold 

methodology can be suggested for future research. Like the study of Walkington et al. (2019), 

the influence of language features of mathematic problems, such as the number of sentences, 

pronouns, or problem topics, on student response time could be examined because 

systematically varying readability may demand affect student performance by different 

researchers. Since the TIMSS 2019 questions could not be fully accessed, this research was 

insufficient to examine how the characteristics of the items that need to be examined in person 

will affect the response time. As another research topic, the effect of students' familiarity and 

confidence in using a computer or tablet can be examined on test-taking efforts in computer-

based test assessment under various conditions, as well.  
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