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Abstract 

Diabetes mellitus (DM) is one of the most common chronic diseases worldwide, which is a major 

public health problem. The aim of this study is to predict DM risk with machine learning (ML) 

models using available data. In the analytical study, the “Diabetes Health Indicators Dataset” 

consisting of 253680 data and 21 variables collected annually by the CDC was used. KNN’s 

accuracy was 0.74, precision 0.31, recall 0.55, F1 score 0.39; Logistic regression’s accuracy was 

0.72; precision 0.33, recall 0.74, F1 score 0.46; Decision tree’s was accuracy 0.84, precision 0.54 

recall 0.15, F1 score 0.24; Random forest’s accuracy was 0.84, precision 0.56, recall 0.16, F1 

score 0.25; Naive bayes's accuracy was 0.84, precision 0.52, recall 0.19, F1 score 0.28. In this 

study, ML algorithms were used for DM risk estimation. According to the experimental results, 

when the data set is divided into random training (80%) and testing (20%), the accuracy values 

of random forest and decision tree algorithms are very close to each other (RF: 0.848, DT: 0.847). 

Therefore, it can be said that the two best algorithms for diabetes risk estimation are random 

forest and decision tree. 
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1. Introduction 

Diabetes Mellitus (DM) is a broad-spectrum chronic metabolic disease that occurs as a 
result of the effect of insulin metabolism, requires continuous medical care, and affects 
quality of life. [1-3]. It is clinically examined in 4 groups: Type 1 DM, Type 2 DM, 
Gestational DM and Secondary DM [4,5]. Type 1 DM is an insulin-dependent diabetes 
mellitus that occurs with absolute insulin deficiency as a result of the destruction of beta 
cells, which are responsible for insulin production in the pancreas. It is usually seen 
under the age of 35. The most common age group is 10-15 [4]. Type 2 DM is the most 
common and predominant type of diabetes in the world. It constitutes approximately 90% 
of all diabetes patients. [3-5]. Type 2 DM occurs as a result of insufficient insulin 
produced by the pancreas or the use of insufficient insulin. It is usually seen in individuals 
aged 40 and over [4-9]. Stress, sedentary life, irregular and unbalanced diet, genetics, 
being overweight and not exercising can be counted among the factors that accelerate 
the formation of type 2 DM [8-9]. 
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DM has become one of the biggest global epidemics of the 21st century. It is one of the 
most common non-communicable diseases worldwide [6]. The prevalence of DM is 
increasing rapidly in both developed and developing societies due to population growth, 
aging, urbanization, rapid changes in lifestyle, obesity and increase in physical inactivity. 
It is estimated that by 2045, 700 million people worldwide will have diabetes [7]. 
According to the data of the International Diabetes Federation (IDF), the prevalence of 
DM in 2021 was found to be 10.5% worldwide and 14.5% in Turkey [8]. According to the 
course of hyperglycemia, all patients with DM are at risk of developing acute and chronic 
complications affecting the whole body, especially cardiovascular, nervous system 
(neuropathy), eye (retinopathy) and kidney (nephropathy). Chronic complications are 
insidious and gradual complications that develop over time when hyperglycemia is not 
controlled [9].  

DM is a major public health problem associated with increased mortality and morbidity. 
It has been declared a global epidemic by the World Health Organization [10]. It 
constitutes a large proportion of the resources allocated to health services worldwide 
[11]. DM development can be prevented or delayed with lifestyle changes studies, drug 
intervention studies, and early interventions [3,11]. Therefore, determining the population 
at high risk for DM will facilitate access to preventive health services. 

Today, many multidisciplinary studies are carried out to support the prevention and 
treatment of DM. These studies have become a research priority globally [10,12]. 
Therefore, multidisciplinary follow-up, prevention and control of DM becomes more and 
more important [10,12]. Since each discipline has its own potential and added value, the 
combination of these is thought to be a solution [12]. 

Many recent risk scorings are used to estimate DM risk [13-17]. Some models are based 
on non-laboratory clinical variables (non-invasive), while some models include biological 
variables (invasive). Although invasive risk scoring is more successful, non-invasive risk 
scoring also predicts DM risk with high success and cost-effectiveness [18-24]. Data sets 
are created for early diagnosis of DM and for taking necessary precautions, evaluating 
and processing the symptoms of DM (polyphagia, polydipsia, polyuria, sudden weight 
loss, obesity, etc.) in digital environments. It is very important to develop systems that 
can help health professionals for the early diagnosis of diabetes from symptom, body 
mass index, age, etc. data. It is expected that artificial intelligence will lead to quite radical 
changes in health sciences. Artificial intelligence and machine learning (ML) give very 
successful results in diagnosis and diagnosis based on existing data. ML is artificial 
intelligence applications that can learn and perceive through data [24,26].  

ML has been used successfully in many situations where it is difficult or not possible to 
use traditional algorithms to accomplish any task. The most important advantage of ML 
is its ability to make consistent and high-performance predictions using complex and 
non-linear relationships between features. [26]. Therefore, they can describe complex 
relationships that are not directly visible to humans.  

The aim of this study is to predict diabetes risk with machine learning models.  

2. Material and Method 

2.1. Dataset Information 

In the study, the Diabetes Health Indicators Dataset, which is collected annually by the 
Centers for Disease Control and Prevention (CDC) in the form of a telephone 
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questionnaire, was used. The survey collects responses from more than 400,000 
individuals each year on health-related risk behaviors, chronic health conditions, and use 
of preventative services. There are 3 individual files in the dataset. Each file has 21 
feature variables. These characteristics are either questions asked directly to the 
participants or variables calculated based on individual participant responses. The 
features definitions of the variables are as in Table 1: 

Table 1. Features definitions 

Features Label Values 

Diabetes_012 Presence of diabetes 0.no diabetes, 1.prediabetes, 
2.diabetes 

HighBP High Blood Pressure 0.no high BP, 1.high BP 
HighChol High Cholesterol 0.no high cholesterol, 1.high 

cholesterol 
CholCheck Cholesterol Check 0.no cholesterol check in 5 years, 

1.yes cholesterol check in 5 years 
BMI Body Mass Index  
Smoker Have you smoked at least 100 cigarettes in your 

entire life? [Note: 5 packs = 100 cigarettes] 
0.no, 1.yes 

Stroke (Ever told) you had a stroke. 0.no, 1.yes 
HeartDiseaseorAttack Coronary heart disease (CHD) or myocardial 

infarction (MI) 
0.no, 1.yes 

PhysActivity Physical activity in past 30 days - not including job 0.no, 1.yes 
Fruits Consume Fruit 1 or more times per day 0.no, 1.yes 
Veggies Consume Vegetables 1 or more times per day 0.no, 1.yes 
HvyAlcoholConsum Heavy drinkers (adult men having more than 14 

drinks per week and adult women having more than 
7 drinks per week) 

0.no, 1.yes 

AnyHealthcare Have any kind of health care coverage, including 
health insurance, prepaid plans such as HMO, etc 

0.no, 1.yes 

NoDocbcCost Was there a time in the past 12 months when you 
needed to see a doctor but could not because of 
cost? 

0.no, 1.yes 

GenHlth Would you say that in general your health is: scale 
1-5 

1.excellent, 2.very good, 3.good, 
4.fair, 5.poor 

MentHlth Now thinking about your mental health, which 
includes stress, depression, and problems with 
emotions, for how 

 

PhysHlth Now thinking about your physical health, which 
includes physical illness and injury, for how many 
days during the past 30 

 

DiffWalk Do you have serious difficulty walking or climbing 
stairs? 

0.no, 1.yes 

Sex  0.female, 1.male 
Age 13-level age category 1.18-24 9.60-64, 13.80 or older 
Education Education level scale 1-6  

 
1.Never attended school or only 
kindergarten, 2.Grades 1 through 8 
(Elementary), 3.Grades 9 through 11 
(Some high school), 4.Grade 12 or 
GED (High school graduate), 
5.College 1 year to 3 years (Some 
college or technical school), 
6.College 4 years or more (College 
graduate) 

Income Income scale scale 1-8  1.less than $10,000, 5.less than 
$35,000, 8.$75,000 or more 

The descriptions of the files are as follows:  

• Diabetes 012 health indicators: The clean dataset consists of 253680 survey 

responses. There is a class imbalance in this dataset. 

• Diabetes binary 5050split health indicators: The clean dataset consists of 

70692 survey responses. This dataset is balanced. 

• Diabetes binary health indicators: The clean dataset consists of 253680 

survey responses. This dataset is not balanced. 
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The open access dataset was retrieved from Kaggle on March 5, 2022. Data analysis 
was done with Phyton 3.0 programming language using numpy, pandas, matplotlib, 
seaborn, sciktlearn, imblearn libraries. With data pre-processing, outliers and missing 
data were removed. Clean data were classified with ML models. 80% of the data were 
randomly separated as training data and 20% as test data. 

2.2. Machine Learning Classification Methods  

In the study, ML models were applied to predict diabetes in the early stages. These 
models are K-Nearest Neighbor (KNN), Logistic regression, Decision tree, Random 
forest ve Naive Bayes. The prediction rate of the models was evaluated with accuracy, 
precision, recall and F1 Score. The data set was randomly split into training (80%) and 
testing (20%). The methodology of the research is shown in Figure 1. 

 

Figure 1.  The Flowchart of the Study  

2.2.1. K-Nearest Neighbor 

K nearest neighbor is a simple yet effective machine learning algorithm. Training data is 
represented in a graph and an assumption that examples of the same classes will be 
closely positioned. When predicting the label of an instance, position of that instance at 
graph is determined by using its features and the k neighbors that are closest to that 
point is found. Labels of these neighbors are considered and prediction of the model is 
returned as the most seen label among neighbors [27]. 

2.2.2. Logistic Regression 

Logistic regression is a classification model rather than regression model. Logistic 
regression is a simple and more efficient method for binary and linear classification 
problems. It is a classification model, which is very easy to realize and achieves very 
good performance with linearly separable classes. It is an extensively employed 
algorithm for classification in industry [28]. 

2.2.3. Decision Tree 

Decision tree is a machine learning method that visualizes how the created model 
predicts data. It builds a tree in which nodes of the tree represent features, branches 
represent which direction must be taken after each node and leaves represent 
predictions. Classes of given data can be predicted by traversing from root to leaves by 
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choosing regarding branches. Decision tree also shows the importance of features, the 
most important and elective feature takes place at the root node. In the presented study, 
models have been created by using Gini Information Gain with two-level pruning settings 
[29]. 

2.2.4. Random Forest 

When a part of the decision tree is built incorrectly, it causes the model to make false 
predictions. Random forest is a ML technique that aims to solve this overfitting issue. In 
this approach, predictions of several randomly created decision trees are combined and 
the most voted label is returned as a label of given data [30]. 

2.2.5. Naïve Bayes 

Naive Bayes is a machine learning algorithm that is based on Bayes theorem. It makes 
an assumption that all attributes are independent so it does not produce good results 
when the dataset size is large and it has a lot of features [31]. 

2.3. Model Performance Comparison Metrics 

Many different criteria are used in the performance comparison of ML models. In this 
study, different performance comparisons such as accuracy, precision, recall and F1 
score were calculated. 

2.3.1. Accuracy 

The accuracy of a test is its power to accurately distinguish between sick and healthy 
individuals [32]. When calculating the accuracy of the diagnostic test, the rate of true 
positive and true negative is calculated for all patients and healthy individuals. The 
accuracy value takes a value between 0 and 1. In the formula given with (1), it is 
shortened as TP: True positive, TN: True negative, FP: False positive, FN: False 
negative. 

 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 1 

2.3.2. Precision 

The precision value is calculated when the positive predictive value of the diagnostic test 
or the positive predictions are actually positive (2). In other words, it is defined as the 
probability that an individual with a positive diagnostic test result will become ill [33, 34]. 

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 2 

2.3.3. Recall 

Recall estimates how many True Positives the model has captured (3). By the same 
logic, when False Negative has a huge cost, Recall is the model metric used to select 
the best model [34]. 

 
𝑅𝑒𝑐𝑎𝑙𝑙 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 3 
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2.3.4. F1- Score 

Depending on the problem being attempted to solve, in most cases a higher priority can 
be assigned to maximize precision or recall. However, there is a simpler statistic that 
takes into account both precision and recall, and attempts are made to maximize this 
number to improve the model. The F1 score is essentially a statistic that is the harmonic 
mean of precision and recall [35]. The formula for the F1 score is entirely dependent on 
precision and recall (4). 

 
𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 𝑥 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙
 4 

Confusion matrix is an nxn matrix that n denotes the number of labels of a given dataset 
[36]. Each row represents actual labels and each column represents predicted labels. 
Confusion matrix shows the performance of the model as illustrated in Figure 2. 

 Actually Positive 
(1) 

Actually Negative 
(0) 

Predictied Positive 
(1) 

True Positives 
(TPs) 

False Positives 
(FPs) 

Predicted Negative 
(0) 

False Negatives 
(FNs) 

True Negatives 
(TNs) 

Figure 2.  Standard Form of Confusion Matrix 

3. Experimental Results  

13.9% of the participants have DM. The visualization of the features is shown in Figure 
3 and the correlation matrix in Figure 4. 

 

Figure 3. Distribution of attributes 
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Figure 4. Correlation matrix 

Accuracy, precision, recall and F1 score performance values of ML models were 
compared (Table 2).  

Table 2. Comparative performance of ML models 

Model Accuracy Precision Recall F1 score 

KNN 0.742663 0.313909 0.551049 0.399971 
Logistic regression 0.724925 0.332380 0.749332 0.460498 

Decision tree 0.847791 0.549535 0.157886 0.245297 
Random forest 0.848875 0.560582 0.163705 0.253408 

Naïve bayes 0.790189 0.369035 0.477905 0.416473 

When diabetes classification performances of ML models are compared, it is seen that 
the most successful methods are random forest and decision tree. The confusion matrix 
in classification of random forest and decision tree models, which are successful 
methods in classifying diabetes, is given in Figure 5. 

 

 

Figure 5. Confusion matrix for random forest and decision tree classification  
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4. Conclusion 

ML methods have been used a lot lately for early diagnosis and planning in the field of 

health. ML models are very useful, especially in costly chronic diseases such as 

diabetes. While diabetes is a major public health problem, early detection is important. 

Individuals from different age groups are at risk of DM. In this study, it is emphasized 

that early detection of diabetes and clues for early diagnosis are very important. In this 

study, the predictive values of ML models for early prediction of diabetes risk were 

compared. According to the experimental results, when the data set is divided into 

random training (80%) and testing (20%), the accuracy values of random forest and 

decision tree algorithms are very close to each other (RF: 0.848, DT: 0.847). Therefore, 

it can be said that the two best algorithms for diabetes risk estimation are random forest 

and decision tree. 
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